Detecting and Tracking Player in Football Videos Using Two-Stage Mask R-CNN Approach
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Abstract

Football is one of the most popular sports worldwide and capable of attracting the attention of millions of fans to a single match in the top leagues. The English Premier League, Spanish LaLiga, German Bundesliga, Italian Serie A, and French Ligue 1 are the five best leagues in the world today. There was an experiment where researchers want to analyze the efficiency and accuracy percentage of tracking and detection using the deep learning method of the Mask R-CNN model in classifying positive and negative X-Ray images in football matches. In this study, we applied Mask R-CNN for the segmentation and detection of football players. This model was based on two different backbones, namely ResNet101 and DenseNet. Both backbones produced accuracy values that were not significantly different, but the DenseNet approach performed better than ResNet101 based on testing results in the validation and testing sets. Based on comprehensive experiment results on the dataset, it has been shown that the Mask R-CNN approach with DenseNet can achieve better results compared to Mask R-CNN with ResNet101. Due to insufficient understanding of the characteristics of image types and the uneven distribution of various types of data sourced from random videos, there was still room for improvement in the trained model.
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1. Introduction

Football is one of the most popular sports worldwide, capable of attracting the attention of millions of fans to a single match in the top leagues. The English Premier League, Spanish LaLiga, German Bundesliga, Italian Serie A, and French Ligue 1 are the five best leagues in the world today. In recent years, there has been an increased interest in using data to enhance analysis in football, given technological advances that make live broadcasts available to everyone [1].

With the explosive growth of sports video data on internet platforms, managing this information scientifically poses a significant challenge in the current era of big data. In recent years, deep learning has made significant progress in object detection and action detection research, but there have been few achievements in sports video detection [2]. [3] proposed a segmentation algorithm based on deep learning to detect, group players, and extract player spatial features with the aim of realizing player pose estimation. Uchida et al [4] proposed a new automated method to detect offside in football match videos. Not only in football, but [5] applied data analysis in Basketball match videos and [6] for Badminton sports.

Football is a beloved sport, and its broad viewership makes football videos one of the most valuable types of videos for analysis. Researchers have achieved certain results in football video content
analysis. Finding interesting clips from complete long videos is an urgent problem to address in football match video analysis. The details of sports event detection with traditional machine learning are relatively coarse, and the types of events that can be detected are limited. In recent years, advanced sports analysis has been adopted in most major sports leagues [7].

Player and game statistics generated from football match analysis serve various purposes. The results can assist coaches in improving team tactics as they provide valuable insights into player performance in specific situations or information about the overall fitness level of the players. Extracted data can also be used by fans who want to know as much as possible about their favorite players or teams. An automated approach that could be used for this task is by employing deep learning algorithms. These algorithms have the ability to learn from existing training data by adjusting their internal structure. The knowledge learned can then be applied to unseen data.

The development of deep learning algorithms in recent years has had a significant impact in various industries such as healthcare, filmmaking, marketing, sports, and more. Football match analysis in the last decade has attracted a lot of researchers' interest to develop various algorithms with different objectives. Mask R-CNN is a Convolutional Neural Network (CNN) and is state-of-the-art in image segmentation. This variant of the Deep Neural Network detects objects in images and produces high-quality segmentation masks for each instance [8].

Mask R-CNN was developed on top of Faster R-CNN, a Region-Based Convolutional Neural Network. Mask R-CNN is built using Faster R-CNN. While Faster R-CNN has 2 outputs for each candidate object, class label, and bounding box offset, Mask R-CNN is the addition of a third branch that outputs object masks [9]. The additional mask output is different from the class and box outputs, requiring much better spatial layout extraction of an object. Mask R-CNN is an extension of Faster R-CNN and works by adding a branch to predict object masks (Region of Interest) in parallel with the existing branch for bounding box recognition [10]. The key element of Mask R-CNN is pixel-to-pixel alignment, which is a crucial part of Fast/Faster R-CNN that was missing. Mask R-CNN adopts the same two-stage procedure as the first stage (i.e., RPN) [11]. In the second stage, in parallel to predicting class and box offsets, Mask R-CNN also outputs binary masks for each RoI. This differs from recent systems where classification relies on mask predictions [12]. Moreover, Mask R-CNN is easy to implement and train due to the Faster R-CNN framework, facilitating various flexible architecture designs. Additionally, the mask branch only adds a small computational overhead, allowing for fast systems and quick experiments [13].

In the context of this research, the object of study is football videos because compared to other sports games, football has a larger amount of data conducive to data analysis, a broader audience group, and rare content [14]. The research approach here includes semantic video segmentation and feature extraction by applying deep learning algorithm network rules by analyzing video frame capture rules. A two-stage deep learning algorithm is used to build the model [15]. The proposed model architecture on Mask R-CNN implements two approaches based on ResNet-101 and DenseNet backbones as a comparison in detecting players in video scenes [16].

2. Research Method

The model used in this research is Mask R-CNN model with the purpose of extracting and cleaning data that will be processed [17].

![Figure 1. Our Method Framework](image)

The framework for the testing conducted using football player detection on a dataset is explained in the following stages:
1. Searching for football highlight videos and saving them to a folder. The primary focus is the faces of football players captured by the camera.
2. The next step is utilizing deep learning for storing player facial data.
3. Then, employing the Mask R-CNN model to extract digits from machine bounding boxes.
4. After evaluation, two additional approaches will be tested in detecting the number of video frames and frame speed.

The dataset that we use in this research is a collection of football match highlight videos from various football leagues in Europe [18]. Each video is captured in snapshots and saved to a USB flash drive. Stored photos from the video snapshots are used as the primary data for analysis [19]. Figure 2. Shows samples of the video snapshots.

![Figure 2. Samples of collected video snapshots](image)

3. Results and Analysis
3.1. Data Preparation

The video data collection consists of match videos sourced from YouTube with a total of 32 English league match videos to be used as the training and testing dataset. The overall videos have an average match duration ranging from 1 minute to 2 minutes.

Training a deep learning algorithm based on the Mask R-CNN model requires a substantial amount of data. To avoid the impact of model overfitting, imbalanced data distribution, or using a single background in model training and testing, the first step is to augment the data to expand the dataset. For this purpose, we extracted the video dataset into several randomly chosen images frame by frame from each video during the match [20]. This process resulted in 9,055 images. The entire set of these image data is used as the dataset, then divided with a ratio of 6:3:1, comprising 5,054 images for the training set, 2,700 images for the validation set, and 900 images for the testing set.

3.2. Mask R-CNN-Dense Net

The backbone is the ConvNet architecture that will be used in the first step of Mask R-CNN. By default, Mask R-CNN has backbones such as ResNet50, ResNet101, and ResNext101. The choice between these should be based on the trade-off between training time and accuracy [21]. In this study, we propose the architecture of the DenseNet network as a comparison because this architecture has the advantage of narrower network layers and fewer parameters. This is mainly due to the design of densely connected blocks as illustrated in Figure 3.

![Figure 3. DenseNet architecture](image)

DenseNet is utilized as the feature extraction backbone with the aim of obtaining various levels of feature maps [22]. To combine features of different scales from images, a feature pyramid network is employed to create dual-scale feature maps. Subsequently, the region proposal network is used to take the feature map of the image as input and output a set of rectangular object region proposals. Each region
proposal is accompanied by a score, representing the probability within the proposal region [23]. DenseNet can effectively acquire feature map extractions from images, which are then fed into the regional proposal network and three head networks [24]. DenseNet is a densely connected convolutional neural network model, often referred to as a composite network. In essence, DenseNet is a convolutional neural network containing one or more densely connected modules [25].

3.3. Training

In this study, the training process is done within 80 epochs and each epoch is trained for 500 steps during the training period. Throughout the training process, as Mask R-CNN can only utilize three-channel RGB images for prediction, the channels from the test data set of 900 RBGA images are modified to RGB after an error was identified. Figure 4. depicts the loss diagram for each partial function in this research.

![Figure 4](image.png)

Figure 4. Training losses and validation losses of Mask R-CNN with (a) ResNet101 and (b) DenseNet101 as the backbones

In Figure 4, the results show the overall loss of the Mask R-CNN model based on ResNet101 and DenseNet101 backbones with 80 epochs where each epoch is trained with 500 steps. Comparative experiments are conducted on the same dataset at different learning rates. From the training results, when the learning rate is set to 0.001, the ResNet backbone results in a training loss value of 0.3099 and the validation loss that is decreased to 0.4637. Meanwhile, the DenseNet backbone’s training loss is decreased to 0.0434 and its validation loss drops to 0.0601. These results indicate that both models are effective for this training.

3.4. Testing

The testing process is carried out based on weight files obtained from the training of Mask R-CNN and is used to evaluate the trained model. The remaining weight file from the last training iteration in the training process is selected to evaluate the test set for both models. Precision (P), Recall (R), Average Precision (AP), and Mean Average Precision (MAP) are used as the main parameters to evaluate the models in this study.
Figure 5. Precision-Recall curves of Mask R-CNN with (a) ResNet101 and (b) DenseNet101 as the backbones

Figure 5. Shows the performance of the proposed Mask R-CNN model based on two different backbones, namely ResNet101 and DenseNet101. The performance of both models does not exhibit significant differences. Different performance tests on the test set using weights obtained from the training set after 80 epochs at different learning rates are plotted for Precision-Recall (PR) curve response at a learning rate of 0.001. Additionally, the same operational testing is conducted on the validation set with weights trained by the training set. Based on the testing results from both the validation and test sets for both models, it is found that Mask R-CNN with the ResNet101 backbone achieves 87.90% for the validation set and 87.52% for the test set. On the other hand, mAPs for the DenseNet backbone model yield 95.22% on the validation set and 99.45% on the test set, indicating that the proposed Mask R-CNN model with the DenseNet101 backbone performs better than the default Mask R-CNN with the ResNet101 backbone. The performance results of both models are shown in Table 1.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>Validation Set</th>
<th>Testing Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet</td>
<td>87.90</td>
<td>87.52</td>
</tr>
<tr>
<td>DenseNet (proposed)</td>
<td>95.22</td>
<td>99.45</td>
</tr>
</tbody>
</table>

Based on the conducted testing, the next step involves testing a new video downloaded from YouTube to demonstrate the performance results of Mask R-CNN-DenseNet. The testing results for the video can be seen in the following image scenes.

Figure 6. Displays the testing results for a football match video using the DenseNet101 backbone in the Mask R-CNN model. It is observed that there are still some video scenes where segmentation is not successful. The segmentation accuracy is significantly influenced by the distance of the video scenes. The
further the video frame, the lower the segmentation accuracy is, as shown in frames 75 and 125. This presents a challenge that needs further evaluation and will be our focus in future works.

3.5. Discussion

Mask R-CNN is developed on top of Faster R-CNN, a Region-Based Convolutional Neural Network built using Faster R-CNN. This model offers several backbone options for object segmentation, including ResNet50, ResNet101, and ResNext101. The choice between these options should be based on the trade-off between training time and accuracy. ResNet50 tends to require relatively less time compared to newer options and has some pre-trained weights available for large datasets like COCO, which can significantly reduce training time for various instance segmentation projects. ResNet101 and ResNext101, while requiring more training time due to the increased number of layers, tend to be more accurate if there are no pre-training weights involved, and key parameters such as learning rate and epochs are properly tuned. The ideal approach is to start with pre-trained weights such as COCO with ResNet50 and evaluate the model's performance. This approach works faster and better for models involving real-world object detection trained on the COCO dataset. If accuracy is crucial and high computational power is available, options like ResNet101 and ResNext101 can be explored.

In this study, Mask R-CNN is implemented for football player segmentation and detection. The model is based on two different backbones: ResNet101 and DenseNet101. Both backbones used yield accuracy values that are not significantly different, but the DenseNet approach performs better compared to ResNet101 as seen in the testing results on the validation and testing sets in Table 1. Additionally, the proposed Mask R-CNN-DenseNet model's performance is evaluated based on different findings from various studies as shown in Table 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCN (14)</td>
<td>99.3</td>
</tr>
<tr>
<td>Faster R-CNN-DETR (15)</td>
<td>91.7</td>
</tr>
<tr>
<td>Faster R-CNN-ResNet (16)</td>
<td>98.0</td>
</tr>
<tr>
<td>Mask R-CNN-DenseNet (proposed)</td>
<td>99.4</td>
</tr>
</tbody>
</table>

Table 2. Presents a comparison with other researchers where the proposed results show better performance compared to other studies. However, this comparison focuses solely on the accuracy of the proposed model even though the testing datasets are different. Nevertheless, there are still limitations in the application of DenseNet in this research, such as a lack of understanding of image data sourced from videos, augmentation, and testing with different backbones like ResNet50, ResNet101, Xception, and others. Further research could consider preprocessing before training.

4. Conclusion

In this study, we propose the use of Mask R-CNN for the segmentation and detection of football players based on a dataset of football match videos from the English league sourced from YouTube. Different backbone implementations in the Mask R-CNN model are applied and tested based on the evaluation metrics of Precision (P), Recall (R), Average Precision (AP), and Mean Average Precision (mAP). The performance testing process for both models involves 80 epochs with 500 steps in each epoch. Based on the results of comprehensive experiments on the dataset, it has been demonstrated that the Mask R-CNN approach with DenseNet achieves better results compared to Mask R-CNN with ResNet101. However, due to insufficient understanding of the characteristics of image types and the uneven distribution of various types of data sourced from random videos, there is still room for improvement in the trained model.
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